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ABSTRACT: With time-resolved small-angle neutron scattering (TR-SANS), the crystal-
lization kinetics of polyethylene from deuterated o-xylene solutions upon a temperature
jump have been investigated. On the basis of a morphological model of coexisting
lamellar stacks and coil chains in solution, experimental data have been quantitatively
analyzed to provide structural information, such as the lamellar long period, the
lamellar crystal thickness, the thickness of the amorphous layers between lamellae, the
degree of crystallinity, and the crystal growth rate at various degrees of undercooling.
The viability of TR-SANS for studying polymer crystallization is demonstrated through
the consistency of these measurements and well-established knowledge of polyethylene
crystallization from xylene solutions. One unique feature of this experimentation is
that both the growth of lamellar crystals and the condensation of coil chains from
solution are monitored simultaneously. The ratio of the crystal growth to the chain
consumption rate decreases rapidly with a decreasing degree of undercooling. The
Avrami analysis suggests that the growth mechanism approaches two-dimensional
behavior at higher temperatures, and this is consistent with the observation of an
increasing ratio of the sharp-surface area to the bulk crystal growth rate with temper-
ature. The limitations, possible remedies, and potentials of TR-SANS for studying
polymer crystallization are discussed. © 2004 Wiley Periodicals, Inc. J Polym Sci Part B:
Polym Phys 42: 3133–3147, 2004
Keywords: crystallization; polyethylene (PE); neutron scattering

INTRODUCTION

Crystallization of long-chain molecules has been
extensively studied over the last half-century and
is reasonably well understood;1–6 nevertheless,
some fundamental issues are still under investi-
gation and debate. Those include the experimen-
tal determination of the equilibrium melting tem-
perature of polymers,7–10 the metastability of
polymer crystals,11,12 and the mechanism of ho-
mogeneous nucleation.13–21 Those general issues

in polymer crystallization also appear in the sub-
field of solution crystallization. The equilibrium
dissolution temperatures (Td

0’s) of polyethylene
(PE) in xylene have been carefully measured,22–24

and several theories have been developed to pre-
dict Td

0.25–28 However, inconsistencies between
experimental results and theoretical predictions
remain, as pointed out in previous24 and recent
publications.29 On the other hand, the growth
kinetics depend on the crystal habits and crystal-
lographic directions;30,31 a general mean field de-
scription of crystallization kinetics could be diffi-
cult.13

As it becomes clear that a further understand-
ing of polymer crystallization lies in the quanti-
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tative characterization of molecular dynamics
during nucleation and growth, computer simula-
tions at the molecular level could play an impor-
tant role. Recent chain dynamic simulations have
captured essential features of long-chain crystal-
lization.32–35 On the experimental side, the re-
quirement for probing individual chains in real
time points to the need for in situ scattering and
spectroscopic methods.

Since theoretical development by Ruland36 and
Strobl and Schneider,37 small-angle X-ray scat-
tering (SAXS) with synchrotron X-ray radiation
has been successfully applied to probing primar-
ily the lamellar-level structural evolution in real
time and has played an important role in recent
debates on how early-stage density fluctuations
lead to melt crystallization.14–17 Complementing
X-ray scattering, small-angle neutron scattering
(SANS) has also been widely used in determining
material structures, particularly multicomponent
soft-matter systems. The advantage of SANS is
the convenience of isotope labeling for enhancing
or reducing the contrast between components
and, therefore, highlighting or concealing certain
components for structural determination. SANS
plays an important role in determining the struc-
ture and dynamics of polymeric systems, which
possess increasingly greater complexity. A good
example demonstrating the powerfulness of
SANS was documented by Richter et al.,38 who
investigated the hierarchical ordering of crystal-
line–amorphous block copolymers (BCPs) in solu-
tions.

SANS has been applied to determining the fun-
damentals of polymer crystallization since the
early development of the technique. For example,
Wignall et al.39 revealed chain clustering upon
crystallization; Keller and others40–42 illustrated
the nature of chain folding at the basal plane of
lamellar crystals; and Beaucage and Stein43 gave
deep insights into thermodynamics and chain
conformations in polymer blends that exhibit both
phase separation and crystallization.

Because of the considerably smaller flux of
neutron sources in comparison with that of syn-
chrotron X-ray radiation, applications of SANS to
kinetic studies have been limited. There are only
a handful of reports on using time-resolved small-
angle neutron scattering (TR-SANS) to probe
structural evolution. Most TR-SANS studies are
on surfactant or lipid systems;44–52 other topics
include protein folding kinetics,53 spin glasses,54

colloidal particle aggregation kinetics,55 phase-
separation kinetics of short alkane mixtures,56

and template-assisted mineralization.57 In poly-
mer research, TR-SANS has been used to study
the kinetics of spinodal decomposition58–62 and
early-stage nucleation and growth63,64 in phase-
separating polymer blends, the relaxation of com-
position fluctuations in polymer mixtures after a
pressure jump,65,66 the relaxation upon plastic
deformation,67 unimer exchange kinetics in BCP
micelles,68 BCP-templated mineralization,69 BCP
micellization,70 and so forth.

Applications of TR-SANS to studying polymer
crystallization are yet to be explored. We hope
that the use of this technique will bring new in-
sights into a broad perspective of the old field of
polymer crystallization. In this article, we dem-
onstrate the use of TR-SANS for studying the
kinetics of polymer crystallization from solution.
A model system of PE fractions in xylene is used.
By analyzing the kinetic data with a morpholog-
ical model, we quantify essential structural pa-
rameters, such as the lamellar long period, the
lamellar crystal thickness, the thickness of amor-
phous layers between lamellae, the degree of crys-
tallinity, and the crystal growth rate. The impli-
cations of the experimental findings are dis-
cussed.

THEORETICAL BACKGROUND

Early morphological studies have shown that PE
crystals grown from not-so-dilute solutions (as in
this report) can take various habits, such as pyr-
amids, rotating terraces, lozenges, and dendrites,
depending on the polymer concentration, the de-
gree of undercooling (�T), the molecular weight,
and so forth.4–6 Those crystal habits are at length
scales of micrometers to tens of micrometers,
whereas multilayered crystals (lamellar stacks)
dominate the features at tens to hundreds of
nanometers.4–6 The latter overlap with the afore-
mentioned SANS scattering wavevector (Q) range
and are the length scales of interest in this study.
Accordingly, we consider a morphological model,
as depicted in Figure 1(a), to describe the mor-
phology evolution during polymer crystallization
from solution. There are four components in the
system: lamellar crystals and amorphous layers
in lamellar stacks, coil chains in the solution, and
the solvent. The differences in their neutron scat-
tering length densities (SLDs) give the contrast
for SANS. The SLD of the ith component (�i) is
defined as follows:
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�i �
� bj

vi
(1)

where the summation is over the scattering
length (bj) of all atoms in the unit of volume vi of
that component. In this study, we define subscript
i as the solvent (0), crystal (1), amorphous phase
in lamellar stacks (2), and coils in solution (3).
Under the incompressibility limit, the SLD of
each component is constant. In this model, the
structure of swollen chains in amorphous regimes
of lamellar stacks is not considered. Rather, a
homogeneous density is assumed. Several geo-
metrical and structural parameters are denoted
as follows: lamellar stacks are approximated by
squares with lateral dimension L, and the num-
ber of slabs in a stack is N (both are assumed to be
constant for all stacks); the long period (spacing)
for average slab separations is Ll; and the average
crystal and amorphous layer thicknesses are Lc
and La, respectively. A cross-section profile of la-
mellar stacks is shown in Figure 1(b). Other pa-
rameters include the total volume fraction of poly-
mer chains in the solution (�0), the volume frac-

tion of crystals (�cry or �1), the volume fraction of
amorphous layers (�2), the volume fraction of
coils during crystallization (�coil or �3), the vol-
ume fraction of lamellar stacks (�s), the average
volume of individual lamellar stacks (Vs), and the
volume of an individual chain (V3).

With the solvent SLD (�0) as a reference, the
SLD difference for the ith component (��i) is

��i � �i � �0 (2)

For a four-component system, a general expres-
sion of the total coherent scattering cross section
per unit of volume is

d¥

d�
�Q� � �

i�1

3

��i
2Sii � 2�

i�j

3

��i��jSij (3)

where Q is defined as

�Q� �
4�

�
sin

�

2 (4)

where � is the wavelength of the incident neutron
and � is the scattering angle. The partial scatter-
ing function is defined as

Sij�Q� �
1
V �

V

�
V�

	�i�r� � �j�r��
 eiQ�r�r��drdr� (5)

where the angle brackets denote the orientation
average. The integration is performed over the
entire sample volume (V), and �i(r) describes the
local volume fraction of the ith component at po-
sition r. If we assume that there is no third com-
ponent in the lamellar stacks, �1(r) � �2(r) is
equal to 1; the relationships between the partial
structure factors involving the two components
are as follows:

S11 � S22 � �S12 (6)

If we further assume no correlations between
coils and lamellar stacks, S13 and S23 are both
equal to 0. Thus, eq 3 could be simplified to

d�
d�

�Q� � ���1 � ��2�
2S11 � ��3

2S33 (7)

Figure 1. (a) Schematic illustration of the polymer
morphology during isothermal crystallization. Poly-
mers form lamellar stacks that coexist with random
coils in the solvent. It is assumed that all lamellar
stacks have L  L square lateral facets and N lamellar
sheets separated by an average distance Ll. (b) Cross-
sectional profile of lamellar stacks with Ll, Lc, and La.
The SLDs of the crystals and amorphous layers are �1

and �2, respectively.
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With this approach, the scattering due to the
overall size of the lamellar stacks is neglected
because in this study the length scales of typical
stacks exceed the low-Q limit. Nevertheless, the
contribution from the sharp interface is ac-
counted for by the inclusion of a term following
the Porod law, Ap/Q	, in the total scattering cross
section in eq 7. The Porod exponent (	) is 4 for
ideal sharp surfaces and between 3 and 4 for
surface fractals. The Porod coefficient (Ap) is pro-
portional to the area of sharp surfaces.

The partial structure factors S11 and S33 can be
calculated explicitly with the model depicted in
Figure 1. With details of the calculation omitted,
S11 can be expressed as follows:

S11�Q� �
�s

Vs
� S�Q� � �F�Q��2 (8)

where S(Q) is the structure factor of lamellar
stacking and �F(Q)�2 is related to the form factor of
individual lamellar slabs. The latter takes the
form

�F�Q��2 �
��L�2

Q2 �Lcsin�QLc/2�

QLc/2
�2

exp(�Q2
Lc
2 ),

(9)

where the exponential term is due to the Gauss-
ian distribution of the lamellar thickness with a
spreading width constant (
Lc

), according to the
approach of Richter et al.38 The structure factor
has a compact form for an infinite number of
lamellae in a stack:38

S�Q� �
sinh�Q2
Ll

2 /4�

cosh�Q2
Ll
2 /4� � cos�QLl�

(10)

where 
Ll
is the Gaussian distribution width for

the long period. For a finite number of N lamellae
in a stack, the structure factor is38

S�Q� � 1 �
2
N �

n�1

N

�N � n�cos�QLl�exp(�Q2
Ll
2 n/4)

(11)

which can be used to describe the early stage of
lamellar growth.

The scattering function of coils in the solution
fits into a general formalism developed by Beau-

cage and Schaefer,71 which smoothly joins the
power-law behavior at high Q and the Guinier
regime at low Q:

S33�Q� � G exp(�Q2Rg
2/3) � B�erf �wQRg

�6 ��3�

Q��

(12)

where Rg is the radius of gyration of the polymer
coil, w � 1.06 is a constant, and Q�� is the as-
ymptotic power law at high Q. The prefactors G
and B are

G � �3�1 � �3�V3 and B �
G�

Rg
�����

(13)

where �(�) is the gamma function. Through the
combination of eqs 7–13, the scattering cross sec-
tion of a polymer solution during crystallization
can be quantitatively analyzed.

EXPERIMENTAL

The PE in this study was a standard reference
material (SRM 1483) from the National Institute
of Standards and Technology (NIST) and had a
weight-average molecular weight of 32,100 g/mol
and a polydispersity of 1.11. The equilibrium
melting temperature was 144.8 °C, and Td

0 in xy-
lene was about 110 °C.22–24,29,30 V3 was 55,175 Å3.
The solvent was nearly fully deuterated o-xylene
(�99 atom % deuterium) purchased from C/D/N
Isotopes, Inc. A PE solution with �0 � 0.0034 was
used in this study. The material parameters used
for fitting the SANS spectra are listed in Table 1.

Table 1. Material Parameters Used for Fitting the
SANS Spectra

Density
(g/cm3)

Coherent SLD
(10�6 Å�2)

Incoherent
Cross Section

(cm�1)

Coil 0.87 �3.11 6.0
Crystal 1.00 �3.57 6.89
Solvent 0.952 5.87 0.11a

a This value was obtained from the best fit of the solution
scattering data. The incoherence background of o-xylene with
99 atom % deuterium and 1 atom % hydrogen was 0.14 cm�1,
indicating a higher deuteration level than that at 99 atom %,
which was the lower boundary of the manufacture specifica-
tions.
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The scattering parameters for the amorphous
layer in the lamellar stack, the third component
of the system, were not readily available. The
consequence of this uncertainty is discussed.

TR-SANS measurements were performed with
the 8-m SANS instrument at the NIST Center for
Neutron Research. Incident neutrons of � � 10 Å
and a sample-to-detector distance of 3.84 m
yielded a range of scattering wavevectors (0.006
Å�1 � Q � 0.1 Å�1). The neutron wavelength
dispersion (��/� � 0.15) was mainly responsible
for the resolution of the SANS measurements. In
temperature jump experiments, the sample cell
remained in a heating stage. The solution was
first equilibrated at 120 °C for 10 min, cooled to 85
°C and kept there for 30 min, and further cooled
to isothermal temperatures (Tiso’s), which ranged
from 78.0 to 82.0 °C. SANS measurements
started when the last setting-stage-temperature
command was executed. The scattered neutrons
were counted with a two-dimensional (2D) detec-
tor. After correction for background and detector
efficiency and conversion to an absolute scale
with the direct beam intensity, the 2D intensity
was circularly averaged to yield the total scatter-
ing cross section of the sample, which included
the incoherent scattering (a white background not
shown in eq 7).

Separate measurements showed no significant
structure developing during 30 min at 85 °C; this
was also demonstrated in the time-dependent
data, as shown later. The purpose of isothermal
storage at an intermediate temperature was to
reduce the temperature overshoot and the tem-
perature equilibration time.

Because of the lack of active cooling units in
the current setup, cooling was achieved by heat
dissipation via convection. The equilibration of
the stage temperature was monitored. Because
the thermal mass of the heating stage was much
larger than the solution in the sample cell, it was
assumed that the sample temperature followed
that of the stage. Figure 2 shows the evolution of
the sample stage temperature upon a software-
controlled temperature jump from 85.0 °C to var-
ious Tiso’s. The stage temperature reached equi-
librium at 82.0 � 0.2 °C after about 300 s, 81.0
� 0.1 and 80.0 � 0.1 °C after about 400 s, and 79
� 0.2 and 78.0 � 0.1 °C after about 500 s. The
temperature overshot by about 1 °C at Tiso � 82.0
°C and by more than 2 °C at Tiso � 78.0 °C.
Significant structure development occurred be-
cause of the temperature overshoot for Tiso � 78.0
°C, whereas structural changes during the tem-

perature equilibration period were negligible for
other higher Tiso’s. In the following, we analyze
the crystallization kinetics at Tiso � 78.0 °C,
whereas the final structure at 78.0 °C, which is
presumably not sensitive to the initial thermal
history, is also discussed.

The time intervals for the data acquisition var-
ied from 30 s during the initial stage to 20 min
during the final stage of the isothermal crystalli-
zation. The time label for each SANS spectrum in
an isothermal series was set to the ending time of
the data acquisition.

RESULTS AND DISCUSSION

The SANS data were analyzed with eqs 7–13. For
polymer solutions at high temperatures, eqs 12
and 13 were used. For the fitting of the TR-SANS
spectra, the fitting parameters were taking ran-
dom walks in the parameter space. Up to two
variables were allowed to vary simultaneously.
The time sequences of the SANS spectra were
fitted with both chronicle and counter-chronicle
orders, with the best parameters from the fitting
of each spectrum being used as the input for fit-
ting the next spectrum. The quality of fitting was
controlled through the minimization of the con-
ventional root-mean square of the � parameter,
which is defined as the difference between the
experimental and theoretical values divided by

Figure 2. Variation of the stage temperature after a
controller command that sets the stage from an initial
temperature at 85 °C to various Tiso’s. The stage
reaches temperature equilibrium after about 300 s at
82.0 � 0.2 °C and after about 500 s at 78.0 � 0.1 °C, as
indicated by the vertical, dotted lines.
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the statistical error. A typical value for the best fit
was about 1 for the high-temperature solution or
early-stage isothermal data and about 6 for late-
stage isothermal spectra. The primary causes of
this difference were the statistics of the data and
the exactness of the model. The counting statis-
tics of the solution data were poorer, whereas the
model describing the coil chains was more accu-
rate; on the contrary, the statistics were better for
the late-stage crystallization data, whereas the
morphological model was somewhat simplified.

Polymer Solution

The structure of PE solutions at elevated temper-
atures is discussed first. Figure 3 shows the scat-
tering cross section of polymer solutions at 85.0,
115.0, and 140.0 °C. The solid curves through the
symbols are the best fits. There is little variation
of the scattering cross section as the temperature
varies from 140.0 to 85.0 °C, and this is somewhat
expected. The slight decrease in the scattering
intensity with increasing temperature is mainly
due to the change in the contrast factor, which
becomes smaller at higher temperatures because
of the thermal expansion. The slight upturn of the
low-Q intensity at 140.0 °C may be due to the
reduction in the solvent quality for PE as the
boiling temperature of the solvent is approached.

The fits in Figure 3 give a power exponent of �
� 1.65 at high Q. Flory predicted that in a good

solvent polymer chains take a fractal dimension
of d � 1/, with  � 3/5 the Flory exponent.72

Scattering from such random coil solutions shows
asymptotic power-law behavior (Q�d). The SANS
results from high-temperature solutions are con-
sistent with this prediction. A chain dimension
quantity could also be obtained from the fit (Rg
� 60 Å).

In analyzing the TR-SANS data for crystalliza-
tion kinetics, we assume that polymer chains in
the solution are in the same random coil form,
with the same Rg value and chain fractal dimen-
sion. With such assumptions, contributions to the
neutron scattering intensity from the solution de-
pend solely on the volume fraction of random coils
and so can be easily separated from the scattering
of lamellar crystal stacks.

Time-Dependent Spectra

Typical TR-SANS spectra are shown in Figure 4
after various times of isothermal storage at Tiso
� 81.0 °C; the symbols represent the experimen-
tal data, and the curves are the best fits according
to eqs 7–13. When the sample reaches tempera-
ture equilibrium after about 400 s, the scattering
intensity is identical to that of the high-tempera-
ture solution within error. After a longer time at
81.0 °C, the scattering intensity increases dra-
matically. At the low-Q end, the increase is more
than two orders of magnitude, from 2 to about 300
cm�1. This change is due to the crystallization of

Figure 3. Scattering cross sections per unit of volume
of polymer solutions at 85.0, 115.0, and 140.0 °C. The
solid curves through the symbols are the best fits ac-
cording to eqs 12 and 13. The apparent Rg value of the
polymer coils is about 60 Å.

Figure 4. Time sequence of SANS spectra of PE so-
lutions at Tiso � 81.0 °C. The symbols represent the
experimental data, and the curves through the symbols
are the best fits to the data. The low-Q intensity in-
creases by more than two orders of magnitude.
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PE chains. The kinetics of crystallization are dis-
cussed in detail in the following sections.

The quality of model fitting is more clearly
displayed in Figure 5, which shows the final spec-
tra at various Tiso’s; the symbols represent the
experimental data, and the curves through the
data are the best fits. For clarity, the spectra at
Tiso � 78.0 °C are vertically offset by a factor of 5
with respect to the adjacent ones. It is evident
that the morphology model and the evaluation
method for the corresponding scattering cross sec-
tion are capable of capturing the essential fea-
tures. A quick comparison of those spectra indi-
cates that the characteristic features at Q � 0.03
Å�1 shift consistently toward lower Q as Tiso in-
creases, and this suggests larger feature dimen-
sions at higher temperatures. In the following
sections, the feature dimensions and other quan-
tities are analyzed from the fitting of the TR-
SANS data, and their evolutions are discussed to
illustrate the kinetics of polymer crystallization
from solution.

Lamellar Structures

Quantifying the evolution of the lamellar struc-
ture is of primary importance in understanding
the crystal growth. Figure 6 shows the time de-

pendence of Ll, Lc, and La for crystals grown at
Tiso � 81.0 °C. The lamellar parameters at t
� 2500 s are not displayed because the structure
is not fully developed. From about 4000 s to
7500 s, Ll decreases by about 10 Å. As Lc remains
relatively constant, the change is mostly accom-
modated by the change in La. There are two pos-
sibilities that could result in such observations.
One is that lamellar stacks relax to achieve better
packing after their formation; the other is that
lamellar stacks grown at a later time have better
packing efficiency because they grow epitaxially
from previously ordered lamellar stacks. Whether
one mechanism is more plausible than the other
depends on the time regime of the structural
change; a comparison with the evolution of crys-
tallinity is necessary. Figure 10 (shown later)
shows that at 81.0 °C the time period of 4000–
7500 s happens to cover the late-stage growth to
the beginning of a plateau, so both mechanisms
may play a role.

The final length parameters of lamellar stacks
at various Tiso’s are shown in Figure 7. Both the
final long period (Ll,f) and the final lamellar thick-
ness (Lc,f) increase with Tiso. The final amorphous
layer thickness (La,f) shows little variation with
the temperature. Theoretically, Lc is related to �T
� Td

0 � Tiso through the relation Lc � �Lc � 2
eTd
0/

�hf�T, where 
e is the surface energy of the fold-
ing plane, �hf is the heat of fusion at the equilib-
rium melting temperature, and �Lc is a constant
predicted in kinetic theories to be 5–15 Å.2 The
inset of Figure 7 shows 1/(Lc � �Lc) as a function

Figure 5. SANS spectra of PE solutions during the
final stage of isothermal storage at 78.0, 79.0, 80.0,
81.0, and 82 °C. For clarity, higher temperature spectra
are vertically offset by a factor of 5 with respect to lower
temperature ones. The solid curves through the sym-
bols are the best fits. The characteristic features of the
spectra shift consistently to lower Q values with in-
creasing Tiso values, suggesting larger feature dimen-
sions at higher temperatures.

Figure 6. Evolution of Ll, Lc, and La at Tiso � 81.0 °C.
From about 4000 to 7500 s, both Ll and La decrease by
about 10 Å, as indicated by the arrows, whereas Lc

remains relatively constant.
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of Tiso, with �Lc assumed to be 10 Å. Linear ex-
trapolation to zero gives Td

0 � 107 � 7 °C, which
is consistent with the literature value within er-
ror.22–24,29,30 The values of Lc in this study are
larger than those in a previous report for the
same polymer (NIST SRM-1483) in xylene,29 pre-
sumably because of several differences between
the two experiments: (1) the solvent (hydroge-
nated p-xylene in ref. 29 vs deuterated o-xylene in
this study), (2) the concentration (0.05 mass % in
ref. 29 vs 0.34 vol %, or 0.31 mass %, in this
study), (3) the thermal history (self-seeding in ref.
29 vs step cooling in this study), and (4) the mea-
surements (ex situ measurements on filtered and
dried crystals in ref. 29 vs in situ measurements
in this study). Further investigations are neces-
sary to identify the exact cause.


Ll
and 
Lc

are shown in Figure 8. Both 
Ll
and


Lc
are relatively constant, with values around 70

and 7 Å, respectively. The apparent anticorrela-
tion relationships between 
Ll

and 
Lc
implies

that to a degree these two wobbling factors cannot
be isolated from each other.

Degree of Crystallinity

The Q-independent coefficient of the partial scat-
tering function [S11(Q)] is proportional to the
product of �s and the volume fraction of lamellar
crystals in stacks and, therefore, proportional to

�cry. The product of this coefficient and the con-
trast factor between the crystal and amorphous
layers is obtained from model fitting. However,
because the amount of o-xylene in the amorphous
layers and, therefore, the contrast between the
crystalline and amorphous layers in lamellar
stacks are not known a priori, the degree of crys-
tallinity cannot be calculated directly. To get
around this difficulty, we estimate �cry from the
evolution of the coil concentration in solution by
assuming that the number of free coils condensed
out of the solution equals the number of coils
forming lamellar stacks. For this purpose, the
variation of �coil is discussed first.

Figure 9 shows the evolution of �coil at various
Tiso’s in semilogarithmic scales. The coil-to-crys-
tal conversion takes place over an increasingly
longer time period with the temperature. The fi-
nal leveling-off values apparently also increase
with temperature, as one would expect, when the
driving force toward crystallization becomes
smaller. However, at the final stage, the contri-
bution of coil scattering to the total intensity is
small; those values could just be reflecting the
threshold values when the fitting becomes insen-
sitive to the coil contribution. The inset shows the
time for converting 50% PE from free coils to
aggregates (t0.5). This t0.5 is different from the
conventional half-time for crystallization. The
solid curve in the inset is a guide. The magnitude
of the rate of conversion (Gcoil) is estimated from
the linear region of the concentration variation,
which is discussed later.

Figure 7. Final thickness parameters of lamellar
stacks at various Tiso’s. Both Ll,f and Lc,f increase with
Tiso. La,f shows little variation with the temperature.
The inset shows the inverse of Lc,f � �Lc as a function
of Tiso. Linear extrapolation to infinite crystal thick-
ness gives an Td

0 value of 107 � 7 °C.

Figure 8. 
Ll
and 
Lc

at various temperatures. Both

Ll

and 
Lc
are relatively constant, with values of ap-

proximately 70 and 7 Å, respectively.
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We assume that at t0.5, coils that have disap-
peared from the solution are all converted into
lamellar stacks. The lamellar crystal stack pa-
rameters from the fit, as shown in Figure 6, indi-
cate that the amorphous fraction (La/Ll) is a rel-
atively constant quantity, about 0.20. If we as-
sume that the coil chains and the solvent each
occupy half the volume of the amorphous region,
the fraction of the amorphous polymer is about
0.1. That value falls in the typical range of amor-
phous fractions, which is 10–25%.4 Therefore, the
volume fraction of crystals at t0.5 is

�cry�t0.5� �
da

dc
�1 �

La

2Ll
�*�coil�t0.5� (14)

where da and dc are the mass densities of the
amorphous and crystalline PE, respectively. This
crystallinity is proportional to the product of the
contrast factor and the coefficient of S11(Q) at t0.5,
which is obtained from fitting. Applying this pro-
portionality relationship to the entire crystalliza-
tion process, with other constants being absorbed
in the scaling factor, we can calculate �cry(t).

Figure 10 shows the evolution of �cry at various
Tiso’s. The general features of polymer crystalli-
zation are qualitatively followed. Crystals grow

more slowly at high temperatures, and the degree
of crystallinity is higher at lower temperatures.
The overall values are reasonable, except for
those at 82.0 °C, which seem to be too high. The
unique feature here is the simultaneous detection
of scattering signals from both coil chains and
lamellar crystals, which is not typically achiev-
able in SAXS measurements. In this study, the
sensitivity to the volume fraction of crystallinity
is about 10�5, being comparable to that of light
scattering and exceeding that of SAXS.17 The lin-
ear growth regions are fitted with lines whose
slopes represent the crystallization rate (Gcry),
which is discussed later. Although qualitatively
satisfactory, rigorous quantification in this ap-
proach suffers from two facts: (1) the assumption
that all chains precipitated from solution form
lamellar stacks may not be valid at high temper-
atures and (2) the volume fraction of the solvent
in amorphous regions is only a guess.

Alternatively, the degree of crystallinity can be
estimated from the scattering invariant (Qinv). In
this approach, scattering signals from the inco-
herent background, free coils in solution, and
sharp interfaces (Porod scattering) are subtracted
from the measured intensity. Therefore, the ex-
perimentally determined scattering invariant for
lamellar stacks per unit of volume of solution can
be expressed as follows:

Figure 9. Evolution of the volume fraction of polymer
chains in solution at 79.0, 80.0, 81.0, and 82 °C in
semilogarithmic scales. The conversion from coils to
crystals takes place over an increasingly longer time
period with temperature. The inset shows the time for
converting half of the chains from random coils in so-
lution into crystal aggregates (t0.5). This t0.5 is different
from the conventional half-time of crystallization. The
solid curve in the inset is a guide.

Figure 10. Evolution of the apparent volume fraction
of crystallinity in solutions at various crystallization
temperatures. Generally, crystals grow faster and the
crystallinity levels off at a higher value at a lower Tiso.
Linear growth regions have been fitted with lines, the
slope of which quantifies the crystallization rate.
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Qinv �
1

2�2� d¥

d�
	

lam

Q2dQ �

1
2�2 � ���1 � ��2�

2S11Q2dQ (15)

where the integral is taken over the entire Q
range. On the other hand, by definition, the scat-
tering invariant is the mean-square SLD fluctu-
ations or the magnitude of the correlation func-
tion at its origin. In a three-component system,
because the coil contribution has been subtracted
in the evaluation of Qinv with eq 15,

Qinv � ��1
2�1 � ��2

2�2 � ���1�1 � ��2�2�
2 (16)

where volume fractions of crystal and amorphous
layers are related to the volume fraction of lamel-
lar stacks through

�l � �sLc/Ll and �2 � �sLa/Ll (17)

Therefore, in principle, with an experimentally
determined Qinv value and the coefficient for the
lamellar partial structure factor, the two un-
knowns, �s and ��2, can be solved exactly with
eqs 8, 16, and 17. In practice, however, because of
the limited Q range of the measurements and
other complications such as coil structures within
the amorphous region, this strategy can hardly be
quantitative. In this study, the Porod scattering
at low Q cannot be subtracted reliably because of
the limited Q range for evaluation. This approach
is more applicable to two-component systems
such as a highly concentrated crystallizable poly-
mer in a solvent, in which all solvent molecules
reside in amorphous layers of lamellar stacks or,
from another viewpoint, semicrystalline polymers
with amorphous regions swollen by solvents.

Further SANS experiments could be helpful in
solving these puzzles. With ultra-SANS, it is pos-
sible that during the early stage of structure de-
velopment, the Guinier region for lamellar stacks
can be resolved so that both the number density
and average dimensions of lamellar stacks are
directly measured. On the other hand, the con-
trast between the crystalline and amorphous re-
gion can be tuned by the crystallization of a poly-
mer in a mixture of hydrogenated and deuterated
solvents. With a few measurements at different
compositions of isotope–solvent mixtures, the
amorphous fraction in lamellar stacks can be de-

termined. Those are topics for future investiga-
tions.

Crystallization Kinetics

�cry can be converted into a mass ratio crystallin-
ity (Xc) of the total crystallizable polymers
through Xc � (dc/da)(�cry/�0), which can be ana-
lyzed with the Avrami equation:

Xc � 1 � e�k�t�t0�n (18)

where k is the crystallization rate constant, n is
the Avrami exponent, and t0 is the induction time.
Figure 11 shows the Avrami fit of the crystalliza-
tion kinetic data. Here the induction time is an
empirical quantity that gives a best representa-
tion of the Avrami law, that is, a large linear
region in a plot of ln[�ln(1 � Xc)] versus ln(t � t0).
In reality, crystallization starts before the t0
value used for Figure 11. For example, signals can
be reliably detected around 400 and 500 s at 80.0
and 81.0 °C, respectively, whereas t0 has been
chosen to be 500 and 1000 s at the corresponding
temperatures. It has been previously argued that
the dormant time for polymer crystallization de-
pends on the measurement sensitivity.17 A linear
fitting of the data in Figure 11 reveals the Avrami
exponents, which are shown in the inset. The
Avrami exponents vary from about 1.2 at 79.0 °C

Figure 11. Avrami plot for PE crystallizing from so-
lution at four temperatures. The slope from the linear
fit reveals the Avrami exponents, which are shown in
the inset. The Avrami exponents indicate that the crys-
tallization mechanism may be 1D growth at lower tem-
peratures and 2D growth at higher temperatures.
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to about 2 at 82.0 °C. This increase suggests a
change from a high tendency of branching-out
[one-dimensional (1D)] growth at low Tiso’s to lat-
eral (2D) growth at high Tiso’s.

Figure 12 shows the evolution of Ap at various
Tiso’s. Ap follows the general feature of crystallin-
ity, as in Figure 10. Linear growth regions of Ap’s
are fitted with lines, the slopes of which quantify
the growth rate of the area of sharp lamellar
basal planes (Gsur). The 	 values that result from
the best fits are 3.58, 3.7, 3.7, and 4.0 for Tiso of
79.0, 80.0, 81.0, and 82.0 °C, respectively, sug-
gesting sharper interfaces of lamellar stacks at
higher Tiso’s. Because the power exponents are
different, caution should be taken in direct com-
parison of Ap’s.

Figure 13 compares various linear rates during
isothermal crystallization. They are Gcry, Gsur,
and Gcoil. The Gsur values are multiplied by a
constant (i.e., shifted vertically in a logarithmic
scale) to be shown in the same plot. The loga-
rithms of these rate quantities decrease with in-
creasing temperature. The inset shows the ratio
of the surface to the volume crystallinity growth
rate (Gsur/Gcry), which increases with tempera-
ture, and the ratio of the crystal growth rate to
the free coil reduction rate (Gcry/Gcoil), which de-
creases with temperature. The  and � symbols
in the inset are discussed later.

The Gsur/Gcry ratios indicate that the amount of
the sharp surface produced per unit of volume of

growing crystals increases with temperature,
suggesting better faceted crystals grown at higher
temperatures. The reduction of the Gcry/Gcoil ratio
with temperature implies that the portion of coils
that condense from solution while not participat-
ing in making ordered lamellar crystals increases
with regard to the total amount of condensed
chains. At Tiso � 79.0 °C, the ratio is 0.9, which is
close to a complete transformation within error.
On the other hand, at 82.0 °C, the ratio drops to
close to 0.5, pointing to the validity of the assump-
tion of the complete transformation from con-
sumed coils to lamellar stacks for calculating the
crystallinity in Figure 10. The crystallinity at
82.0 °C in Figure 10 is, therefore, overestimated.

To avoid the problem, we use another method
to evaluate the crystallinity. Because the assump-
tion of complete conversion from condensed coils
to lamellar stacks seems to be valid at 79.0 C,
with an apparent 10% error, the crystallinity val-
ues at other temperatures are normalized by the
crystallinity/intensity ratio at the final stage of
79.0 °C. Figure 14 shows the evolution of the thus
obtained volume fraction of crystallinity. The
crystallinity values at 82.0 °C are now more rea-
sonable; however, another anomaly is found at
lower Tiso’s, at which the final crystallinity at 81.0
°C becomes higher than that at 80.0 °C and com-
parable to that at 79.0 °C. A possible problem
with a single crystallinity/intensity scale for dif-
ferent temperatures is that crystal perfection is

Figure 12. Evolution of Ap (in an arbitrary unit
scale) at various Tiso’s. Linear growth regions have
been fitted with lines, the slopes of which quantify the
growth rate of the area of the sharp lamellar basal
planes.

Figure 13. Gcry, Gsur, and Gcoil. Gsur has been shifted
vertically to be shown in the same plot. The inset shows
Gsur/Gcry, which increases with temperature, and Gcry/
Gcoil, which decreases with temperature (the open cir-
cle in the main graph and the  and � symbols in the
inset are discussed in the text).
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different at different temperatures; better order-
ing perfection leads to a higher scattering inten-
sity, which is incorrectly translated into a higher
degree of crystallinity.

Figure 14 resembles most features in Figure 12
for Ap. A close comparison of those two at Tiso
� 82.0 °C reveals that at long times, �cry levels
off, whereas Ap continues to grow; this suggests
reorganization toward better surface perfection.
The new crystal growth rates are obtained from
Figure 14. The only significant modification is at
82.0 °C, which is shown in Figure 13 as an open
circle. Accordingly, the ratios in the inset of Fig-
ure 13 find new values at 82.0 °C. As indicated by
the arrows, the solid circle is shifted to the  sign,
and the triangle is shifted to the � sign. There-
fore, the temperature effect on those ratios be-
comes more pronounced. That confirms the asser-
tions that the formation of lamellar crystals lags
behind the condensation of the chains from solu-
tion and that crystals grow better faceted surfaces
at higher temperatures. The corresponding
change of the Avrami exponent at 82 °C is small,
from 2 to about 1.8, which is within the error of
those quantities. Therefore, the previous state-
ment on growth dimensionality still holds.

Those comparisons seem to give a picture that
is qualitatively consistent with what we know

about polymer crystallization from solution: at
low temperatures and large undercoolings, crys-
tallization kinetics are fast, crystals may form
fibril structures with rough interfaces, and the
degree of crystallinity is high; at high tempera-
tures and small undercoolings, crystallization ki-
netics are slow, crystals form 2D flat structures
with sharp interfaces, and the crystallinity is low.
More rigorous SANS measurements with a large
Q range and various contrasts could be used to
provide a more quantitative assessment of the
degree of crystallinity, but direct methods such as
thermal analysis and X-ray diffraction are more
accurate and convenient for determining the crys-
tallinity.

SANS versus SAXS

SANS is an important technique complementing
SAXS for materials studies. Particularly for the
study of soft matter, which is dominated by light
elements and in many cases lacks good structural
order, neutron scattering plays an important role.
The similarities and differences in their applica-
tions to polymers have been described in details
in a monograph.73 The applications of neutron
scattering to studying polymer crystallization, for
which X-ray scattering and diffraction are very
powerful, are relatively few. Here we discuss one
particular feature of SANS for studying polymer
crystallization, that is, the source of contrast com-
ing from the composition heterogeneity rather
than the density heterogeneity.

SANS detects the heterogeneity of neutron
SLD in samples, whereas X-ray scattering detects
the electron density differences. This makes
SANS of little use for studying crystallization in
homopolymers. However, in a complex system
with multiple components, contrast variation and
contrast matching could be very powerful for iso-
lating scatterings from different components and
solving the structure. In this study, SANS is ca-
pable of distinguishing both coil chains and la-
mellar crystals in solution and, therefore, pro-
vides more information than SAXS for determin-
ing the evolution kinetics: it not only sees new
structures forming, but it also measures the con-
sumption of raw materials for making these new
structures.

The large contrast induced by deuterium label-
ing to a degree compensates the small flux of the
currently available neutron sources. This is par-
ticularly true when the density differences be-

Figure 14. Evolution of the volume fraction degree of
crystallinity in solutions at various crystallization tem-
peratures normalized by the crystallinity/intensity ra-
tio at 79 °C. This treatment gives reasonable crystal-
linity values at 82.0 °C. However, an anomaly is shown
at lower Tiso’s, at which the final crystallinity at 81.0 °C
becomes higher than that at 80.0 °C and comparable to
that at 79.0 °C.
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tween the features are small, for example, during
the early-stage structure development due to fluc-
tuations in melts and during polymer aggregation
before crystallization in solutions. In that sense,
SANS possesses the advantages of both SAXS
and light scattering, namely, suitable length
scales and high sensitivity. Another issue is ther-
mally excited density fluctuations, which are usu-
ally neglected in the formulation of the scattering
profile under the assumption of incompressibility.
However, in soft matter, this may not always be a
safe assumption. X-ray scattering is certainly
more susceptible to density fluctuations than neu-
tron scattering because the contrast for the latter
comes primarily from the compositional differ-
ences, which may not be affected significantly by
density fluctuations. Therefore, in the study of
soft matter, SANS spectra may appear cleaner
than SAXS spectra for weak scattering objects.

Neither the resolution nor the flux of the cur-
rent SANS instrument can compete with synchro-
tron X-ray radiation, and this limits SANS as a
viable tool for studying fast kinetics and highly
ordered structures. This situation is expected to
change to a degree when the new spallation neu-
tron source at the Oak Ridge National Laboratory
becomes available in a few years. With a brighter
neutron source and time-of-flight detection to si-
multaneously cover a reasonable Q range, it is
hoped that the development of early-stage struc-
tures can be resolved.

CONCLUSIONS

Using a model system of well-characterized PE
fractions in o-xylene, we have demonstrated the
feasibility of using TR-SANS for studying poly-
mer crystallization from solution. On the basis of
a morphological model of coexisting lamellar
stacks and coil chains in solution, all the essential
quantities have been characterized. The quantifi-
cations provide a physical picture that is consis-
tent with well-established knowledge of PE crys-
tallization from xylene solutions. Uniquely in this
measurement, both the rate of the crystal growth
and that of the free coil condensation are moni-
tored simultaneously. The detection sensitivity to
the volume fraction of crystallinity is as low as
10�5, which is comparable to that of light scatter-
ing.

We stress that the compositional origin of the
contrast in TR-SANS makes the technique useful

in understanding early-stage structures of poly-
mer crystallization in blends and in solutions. As
a great portion of the knowledge of polymer crys-
tallization is obtained through density contrast
between the crystalline and amorphous phases
(e.g., optical microscopy, electron microscopy, and
X-ray scattering), it would be beneficial to probe
polymer crystallization with the contrast associ-
ated with compositional differences.

There are several difficulties limiting the full
utility of TR-SANS for studying polymer crystal-
lization. Two obvious obstacles are the inability to
know the SLD of the solvent-swollen amorphous
regions in lamellar stacks and the limited Q
range at both low Q (Porod law regime) and high
Q (coil scattering). Another concern is the depen-
dence on models for understanding the scattering
data. Although model fitting could accommodate
more complexities than the correlation function
approach, it is still rather limited to well-defined
and simple structures. In this study, the struc-
tural model is well-established, and this results in
plausible data evaluations, whereas on some
other occasions, structures may not be known a
priori. In view of these difficulties, it is important
for SANS measurements to be complemented by
other methods, such as morphological techniques,
thermal analysis, X-ray scattering, and spectros-
copy, to provide a comprehensive picture of poly-
mer crystallization.
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